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Resumen

El crecimiento del computo distribuido y la inteligencia artificial plantea un reto urgen-
te de sostenibilidad energética. Los sistemas actuales ejecutan grandes volimenes de tareas
cuyo coste depende de la eficiencia de sus configuraciones y del uso de recursos. Este tra-
bajo presenta una linea de investigacion orientada a desarrollar un marco de optimizacién
continua que equilibre rendimiento y consumo energético mediante transferencia segura
de conocimiento, metaheuristicas y optimizacion bayesiana. Se sintetizan la motivacion, el
planteamiento conceptual y los resultados iniciales que orientan esta iniciativa hacia una
computacién més sostenible.

1. Motivacion

La expansion de los sistemas de inteligencia artificial y de procesamiento distribuido ha in-
crementado su impacto energético. Infraestructuras de computo masivo, como Apache Spark [1],
ejecutan grandes volimenes de tareas con un coste proporcional al tamano de los datos y a la
eficiencia de sus configuraciones. La busqueda de una A verde [2] exige mecanismos capaces de
adaptar estos sistemas de forma auténoma y sostenible, optimizando recursos y aprovechando
conocimiento previo para evitar evaluaciones redundantes.

2. Planteamiento del problema

La configuracion de aplicaciones distribuidas involucra numerosos parametros interdepen-
dientes (paralelismo, particionado, memoria, etc.), que generan un espacio de busqueda comple-
jo, no lineal y con miltiples 6ptimos locales. Una exploracién manual o exhaustiva del espacio
de soluciones en busca de configuraciones 6ptimas resulta ineficiente e inviable. Ademés, la
variabilidad de cargas y escalas de entrada requiere una optimizacién continua y energética-
mente consciente, capaz de aprender de ejecuciones previas mediante transferencia segura de
conocimiento.

3. Objetivo y propuesta conceptual

El objetivo es disenar un sistema de optimizacién continua en Spark, basado en un bi-criterio
(Tr) que minimice el producto geométrico ponderado del tiempo de ejecucion y los recursos
hardware utilizados:

Tr=T° R, (1)

donde T es el tiempo de ejecucion y R la agregacion de recursos fisicos (CPU y memoria).
El pardmetro § permite ajustar la prioridad entre rendimiento y eficiencia segtin el contexto.
Nuestra propuesta combina tres médulos interdependientes:



Computacion distribuida sostenible M. Garralda-Barrio, C. Eiras-Franco and V. Bolén-Canedo

= Transferencia segura de conocimiento: reutilizacion de ejecuciones previas mediante
descriptores de carga y criterios de similitud [3, 4];

= Metaheuristicas adaptativas: exploracion local guiada por estabilidad y diversificacion
segura mediante Iterated Local Search-Tabu Search [5];

= Optimizaciéon bayesiana: seleccion inteligente de configuraciones bajo presupuestos li-
mitados de evaluacién [6].

El sistema se actualiza de forma incremental, integrandose en los ciclos periddicos de ejecucién
y promoviendo configuraciones més eficientes y sostenibles.

4. Resultados experimentales

Las pruebas sobre cargas heterogéneas y distintos volimenes de datos mostraron mejoras
consistentes respecto a los enfoques convencionales. El método hibrido alcanzé convergencias
més estables y rapidas, reduciendo reevaluaciones costosas. En conjunto, se observaron descensos
simultaneos del tiempo de ejecucién y del uso de recursos, traduciéndose en menor energia
estimada sin pérdida de rendimiento.

5. Conclusion

Esta iniciativa aplica los principios de la IA verde a la optimizacion automatica de parame-
tros en sistemas distribuidos. El marco hibrido propuesto equilibra rendimiento y sostenibilidad
mediante aprendizaje por transferencia seguro y optimizacién metaheuristica—bayesiana de bajo
coste computacional. Los préximos pasos se orientan a validar su impacto energético en entor-
nos reales de computo masivo, con el apoyo del Laboratorio de Innovacién Aplicada (LIA) de
Minsait (Indra Company), avanzando hacia infraestructuras de computacién més sostenibles.
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