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Resumen

Este trabajo implementa un algoritmo de aprendizaje por refuerzo profundo (DRL) con
Prozimal Policy Optimization (PPO) adaptado mediante enmascaramiento de acciones pa-
ra gestionar sistemas prosumidores residenciales. El agente procesa 13 variables operativas
(precios horarios bidireccionales, consumo, produccién fotovoltaica, SoC baterfa, etc.) se-
leccionando entre 10 acciones discretas combinando carga/descarga y transacciones con la
red, garantizando factibilidad fisica mediante méascaras dindmicas.

1. Introduccion

Dado el alto consumo energético de la edificacién (40% en Europa), la gestién éptima de la
generacion fotovoltaica (DPV) y baterias (DBS) es crucial. Este problema de decisién secuencial
es ideal para el Aprendizaje por Refuerzo (RL). Este trabajo presenta un agente de RL para un
prosumidor basado en PPO [1], cuya contribucién principal es una técnica de enmascaramiento
de acciones. Este mecanismo restringe al agente a operaciones fisicamente validas, garantizando
la seguridad y acelerando la convergencia del aprendizaje [2].

2. Metodologia y resultados

Se desarrollé un entorno de simulaciéon siguiendo el estandar de RL, que simula un ciclo anual
completo mediante intervalos temporales de una hora (episodio de 8760 pasos). Para la pro-
duccién solar se simularon los perfiles de produccién de una instalacién fotovoltaica de 48 m?
en Salamanca utilizando el caso de uso PV-Inverter del software TRNSYS, empleando de da-
tos para la simulaciéon un ano meteorolégico tipico obtenido de PVGIS. Respecto al consumo
energético, se generaron perfiles de consumo anuales para un hogar de dos adultos trabajadores
mediante la libreria pylpg, una implementacién de LoadProfileGenerator. Los precios de com-
pra/venta de la energfa se extrajeron del sistema de informacién eSIOS de Red Eléctrica de
Espafia. Para la baterfa se model6 una con 10 kWh de capacidad y una tasa de carga/descarga
de 5 kW, similar a modelos comerciales. La bateria modelada no presenta degradacién por su
uso.

El problema se formalizé como un Proceso de Decisiéon de Markov (MDP), con las siguientes
caracteristicas: en cada paso, el agente recibe un vector de observacion con 13 variables que des-
criben el estado del sistema: precios de compra/venta, consumo y produccién actuales, demanda
no cubierta, exceso de energia, nivel de la bateria, costes e ingresos acumulados, e indicadores
temporales (hora, dia, mes). Se definié un espacio de 10 acciones discretas que combinan la
gestion de la baterfa y la interaccién con la red (e.g., .2lmacenar energia sobrante y vender el
exceso”, "descargar baterfa y comprar para cubrir consumo”). Se aplicé un enmascaramiento
de acciones para deshabilitar las acciones no viables segin el estado actual, forzando al agente
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a elegir solo entre opciones validas. Para guiar el aprendizaje, la recompensa se define como el
cambio en el beneficio neto entre el paso actual ¢ y el anterior ¢ — 1.

El agente se entrené utilizando el algoritmo MaskablePPO de la libreria sb3_contrib. La
politica se modelé como una red neuronal de dos capas ocultas con 64 neuronas cada una. El
entrenamiento se realizé con 3 perfiles de consumo y produccién durante 107 pasos de tiempo
(aprox. 1140 anos simulados). Para la evaluacién, el rendimiento del agente de RL se compara
con un sistema baseline basado en reglas l6gicas, que prioriza el autoconsumo (usa la bateria
para cubrir la demanda y almacena cualquier excedente) sin interactuar estratégicamente con
la red.

Beneficio neto por episodio: RL vs. Reglas Légica
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Figura 1: Evaluacién del agente sobre 100 perfiles simulados de consumo (afnios).

En la evaluacion, el agente de RL demostré una mejora significativa frente al baseline. En
promedio, el coste neto anual se redujo de 134.85€ a 102.38 €, lo que supone un ahorro del 24 %
(32.39 € anuales). El agente superé al sistema basado en reglas en el 79 % de los escenarios
evaluados. Aunque en el 21 % de los casos tuvo un rendimiento inferior, la tendencia general
muestra una clara ventaja econdmica.
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