Optimizacién de métodos de seleccion de
caracteristicas en precisiéon reducida mixta para
dispositivos con recursos limitados”

Simén Noya Dominguez, Samuel Suarez-Marcote, Veronica Bolén-Canedo y
Laura Moran-Fernandez

CITIC, Universidade da Corunia, A Coruna, Espana
simon.noyad@udc.es

Resumen

El crecimiento de los dispositivos de Internet de las Cosas (IoT) genera grandes voltime-
nes de datos que deben procesarse en dispositivos con recursos limitados. Este articulo ana-
liza el uso de la precisién reducida mixta en métodos de seleccién de caracteristicas basados
en Informacién Mutua, en comparacién con la precisién doble. Se evaluaron 12 conjuntos
de datos tanto reales como sintéticos, con diferente niimero de caracteristicas, recurriendo
a la validacién cruzada y pruebas estadisticas. Los resultados muestran que, en baja dimen-
sionalidad, algunas configuraciones mixtas de punto fijo mantienen un rendimiento similar
al de la precisién doble. En alta dimensionalidad, se observa mayor variabilidad, aunque
ciertas configuraciones siguen siendo competitivas. En conclusién, la propuesta permite
reducir el uso de recursos, lo que resulta atractivo para dispositivos con recursos limitados.

1. Introduccion

Con el crecimiento de los dispositivos de IoT en areas tan diversas como la salud, la investi-
gacion o el entretenimiento, en los tltimos anos la cantidad de datos disponibles ha aumentado
de forma considerable. Sin embargo, estos equipos cuentan con limitaciones tanto por su con-
sumo energético, como por su capacidad de almacenamiento y computo. Dichas limitaciones
obligan a que el calculo de operaciones de alto coste deba ser realizado en la nube. Esto lleva
a la aparicién del paradigma de Edge Computing [1], que busca realizar las operaciones antes
mencionadas lo més cerca posible de la fuente de los datos, es decir, en el propio dispositivo.

Para poder trabajar con las cantidades de datos disponibles, es necesario un paso previo de
seleccién de caracteristicas para asi poder disminuir la dimensién de los datos y favorecer la
busqueda de patrones en ellos [2].

2. Metodologia

El objetivo principal de este trabajo es la evaluaciéon del impacto del uso de la precision
reducida mixta en ciertos algoritmos de seleccién de caracteristicas de tipo filtro basados en In-
formaciéon Mutua [3]. Los algoritmos reimplementados fueron Mutual Information Mazimization
(MIM), Joint Mutual Information Mazimization (JMI) y, por ultimo, minimum Redundancy
Mazimum Relevance (mRMR).
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Los métodos de seleccion de caracteristicas en doble precisién fueron modificados para poder
soportar precision simple mixta, adaptando cada operacién de los algoritmos para que puedan
operar de la misma manera que lo hacian en doble precisién. La implementacion de precision
mixta se aplicd en tres fases dentro de los métodos estudiados. En estas fases encontramos
primero el célculo de las probabilidades marginales, después tenemos las operaciones interme-
dias y por 1ltimo la resolucién de las operaciones aritméticas. En las probabilidades marginales
se prob6 con 4 y 8 bits; en las operaciones intermedias usamos 8 y 16; y en las operaciones
aritméticas se utilizaron 8, 16 y 32 bits.

La experimentacién consistié en el uso de diferentes configuraciones de precisién reducida
mixta en los métodos de seleccion de caracteristicas, y luego comparar los resultados con las
versiones en doble precisién. Para poder evaluar la similitud de los rankings obtenidos mediante
el uso de la precisiéon reducida y los de doble precision, utilizando la tasa de verdaderos positivos
(TVR). Ademsds, se analizé el impacto que las diferentes configuraciones en precisién reducida
mixta tienen sobre la informacién contenida en los datos, empleando un paso posterior de
clasificacién, utilizando validacién cruzada, y se aplicaron test estadisticos para determinar la
existencia de diferencias significativas entre las configuraciones evaluadas.

3. Resultados y conclusién

Para realizar el estudio, se usaron 12 conjuntos de datos, tanto reales como sintéticos. Al-
gunos de estos conjuntos son de tipo microarray, que se caracterizan por tener un gran nimero
de caracteristicas, pero un nimero reducido de muestras [4]. Los resultados obtenidos muestran
que, para todos los métodos y conjuntos de datos, una configuracién con 8 bits para las proba-
bilidades marginales, 16 para las operaciones intermedias y 16 para las operaciones aritméticas
mantiene un rendimiento muy similar y, en muchos casos, practicamente idéntico al de doble
precision. También se destaca que configuraciones mas reducidas como 4 bits para las proba-
bilidades marginales y 8 bits para las operaciones intermedias y aritméticas pueden alcanzar
resultados similares a la doble precisiéon con ciertos métodos y conjuntos de datos de baja di-
mensionalidad.

En conclusién, los resultados demuestran que el uso de la precisién reducida mixta, no impli-
ca una pérdida de la calidad en los resultados de los algoritmos de seleccion de caracteristicas
basados en informaciéon mutua, siendo asi una estrategia viable su uso con la configuracion
adecuada para garantizar su efectividad.
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