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Resumen

Los sistemas de recomendacién (SR) se han consolidado como una tecnologia clave
para personalizar la experiencia del usuario y optimizar la bisqueda de productos o ser-
vicios en plataformas digitales. No obstante, su desarrollo se enfrenta a multiples retos.
Uno de los mas relevantes es la capacidad de ofrecer recomendaciones personalizadas en
ausencia de informacién previa sobre el usuario, lo que se conoce como cold-start. A este
desafio se suma la creciente necesidad de que los sistemas sean transparentes y ofrezcan
explicaciones comprensibles sobre el origen de sus recomendaciones, en respuesta a la de-
sconfianza generada por la inteligencia artificial en los ultimos afios. Por tltimo, el impacto
energético y ambiental de los modelos de inteligencia artificial estd adquiriendo una im-
portancia creciente, tanto en el ambito cientifico como en el social. Con estos desafios en
mente presentamos ETeR-X, un sistema de recomendacién explicable, multilingiie y més
eficiente que otras alternativas de rendimiento comparable.

1 Introduccion

Los SR son herramientas de gran valor tanto para las empresas, que ven aumentadas sus
ventas, como para los clientes, que disfrutan de una experiencia de consumo mas satisfactoria.
Sin embargo, la mayoria de los sistemas modernos se basan en modelos de aprendizaje profundo
que operan como “cajas negras”. Esta naturaleza opaca no solo los vuelve ineficientes debido a
su gran numero de parametros, sino que también oculta el origen de sus decisiones, mermando
la confianza del usuario. Esta problemaética ha impulsado la necesidad de una IA confiable, que
debe ser explicable y sostenible. En respuesta, han surgido la Inteligencia Artificial Explicable
(XAI) y la IA Verde (Green AI). Nuestro trabajo, ETeR-X, se sitia en la interseccién de estos
campos, abordando tres retos clave: (1) Ofrecer recomendaciones sin informacién previa del
usuario (cold-start), (2) generar recomendaciones transparentes y justificables (explicabilidad)
y (3) minimizar el impacto computacional y energético (eficiencia).

2 Meétodo propuesto

ETeR-X es un sistema de recomendacién basado en texto que aprende la relacion entre los items
y las palabras relevantes extraidas de las resenas textuales de clientes anteriores. El sistema
se entrena para predecir a qué item (p.ej., un restaurante) pertenece una resena determinada.
Para representar el texto, primero eliminamos todas aquellas palabras que no sean sustantivos
o adjetivos, que consideramos los términos mas descriptivos. A continuacién, seleccionamos
el 10% m4ds frecuente de estos términos para construir el vocabulario. Cada resena se codifica
utilizando Bag-of-Words (BoW) con TF-IDF y se normaliza con L1. La arquitectura del modelo
es una red neuronal simple y por tanto computacionalmente ligera.
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El vector BoW normalizado alimenta una unica capa (con matriz de pesos W) seguida
de una activacién Sigmoide para permitir que el modelo pueda recomendar mas de un {tem.
La simplicidad del modelo es su principal fortaleza para la explicabilidad. A diferencia de
los métodos post-hoc que intentan explicar una caja negra, la explicabilidad de ETeR-X es
inherente. La matriz de pesos W aprendida durante el entrenamiento contiene la informacion
necesaria. Cada fila p de la matriz representa un item, y cada columna ¢ representa un término
del vocabulario (sustantivo o adjetivo). Asi, el valor W), ; indica la relevancia del término i (p.ej.,
“pulpo”) para el producto p (p.ej., el restaurante “Pulpeira de Melide”). Cuando un usuario
introduce una consulta (p.ej., “Busco una pulperia gallega tipica”), el sistema recomienda el
producto “Pulpeira de Melide” porque los términos “pulpo”, “gallego” y “tipico” tienen pesos
altos en la fila correspondiente a ese restaurante en la matriz W. La explicacion consiste en
mostrar al usuario cémo los términos relevantes de su propia consulta coinciden con los términos
que el modelo ha aprendido que definen ese producto.

3 Experimentacion

Se evalué ETeR-X en doce conjuntos de datos de dominios distintos (productos, POIs y restau-
rantes) y en tres idiomas (inglés, espafiol y francés). Comparamos nuestro modelo con varios
baselines, incluyendo sistemas que no operan en cold-start y grandes modelos de caja negra ca-
paces de operar con textos como USEM y BERT. En el escenario de cold-start (evaluando solo
resenias de usuarios no vistos durante el entrenamiento), ETeR-X demuestra un rendimiento
(medido con NDCG@10 y Recall@10) altamente competitivo, igualando en la mayoria de los
casos a los complejos modelos BERT y USEM. Los resultados confirman que la sencillez de
ETeR-X no implica una penalizacién significativa en la precisién de la recomendacién.

El verdadero potencial de ETeR-X estd en la eficiencia.  Nuestra propuesta tiene
drasticamente menos parametros que los modelos BERT y USEM. Su ntimero de parametros
escala con el nimero de items del dataset, mientras que los LLM tienen un tamano fijo y ma-
sivo ante cualquier nimero de items. Durante el entrenamiento, se han medido las emisiones
de carbono. Si bien los grandes modelos de texto pre-entrenados convergen en menos épocas,
sus costes energéticos ocultos son enormes. Se estima que solo el pre-entrenamiento del modelo
BERT generd 652.265,8 gramos de COs (= 652 kg). En cambio, ETeR-X emiti6, en su peor
escenario de entrenamiento, solo 9, 8 gramos de CO. A esto se suma el coste de entrenar desde
cero el modelo de PoS que ETeR-X necesita para el espanol, que estimamos en 10,013 gramos
de C'O3. Incluso sumando los costes del pre-procesamiento y del entrenamiento de nuestro mod-
elo, ETeR-X es érdenes de magnitud mas eficiente y sostenible que las alternativas de propdsito
general basadas en grandes modelos.

4 Conclusiones

Este trabajo presenta ETeR-X, un sistema de recomendacién que ofrece un equilibrio excep-
cional entre rendimiento, explicabilidad y eficiencia. Resuelve eficazmente el problema del
cold-start utilizando inicamente una consulta textual. Demostramos que ETeR-X alcanza una
precision de recomendaciéon comparable a la de modelos de caja negra mucho més complejos,
pero con un coste computacional y una huella de carbono drasticamente inferiores. Su arqui-
tectura simple proporciona explicaciones inherentes y transparentes, fomentando la confianza
del usuario. Esto posiciona a ETeR-X como una alternativa viable y sostenible para sistemas
de recomendaciéon en el mundo real.
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