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Abstract

El INE y el CITIC colaboran en el proyecto CIDMEFEQO para desarrollar soluciones
sostenibles para la Estadistica Oficial, tales como el uso de datos sintéticos para entre-
namiento y el empleo de modelos locales abiertos y de menor tamano. Presentamos como
caso de uso la clasificaciéon automaética de la actividad econdémica de empresas y auténomos.

1 Estadistica Oficial e TA

Desde hace tiempo, las organizaciones de estadistica oficial estudian cémo emplear las técnicas
de Inteligencia Artificial (IA) en sus procesos. Su objetivo es mejorar la comprensién de los
datos y la calidad de los resultados, e incrementar la eficiencia de dichos procesos a la vez que
reducir su coste. Sin embargo, su empleo implica también riesgos, sean para la privacidad y
proteccién de los datos, la posible aparicién de sesgos durante el entrenamiento y, finalmente,
que se puedan requerir grandes recursos computacionales con un elevado consumo de energia,
lo cual puede tener un impacto perjudicial en el medio ambiente.

Recientemente, estos organismos se han visto también afectados por la irrupcién de una
tecnologia tan disruptiva como es la IA Generativa. Esta tecnologia, basada en transform-
ers, emplea Modelos de Lenguaje Grandes (LLM, por Large Language Models) y ofrece atin
mayores capacidades, si bien acompanadas también de mayores riesgos. No sélo se acusan los
riesgos ya antes comentados, sino que debemos sumarles la posible aparicién de alucinaciones
(hallucinations), que se producen cuando el modelo genera informacién incorrecta, falsa o sin
sentido, pero la presenta de forma convincente como si fuera real. No obstante, nuestro interés
se centra en su sostenibilidad econémica y medioambiental, la cual ha levantado serias dudas
por el altisimo coste de las infraestructuras para su ejecucion y su enorme consumo eléctrico.

2 Codificacion Automatica en el Proyecto CIDMEFEO

Dentro del proyecto ”Cliencia e ingenieria de datos para la mejora de la funcion estadistica
oficial (CIDMEFEQ)”, el CITIC desarrolla varias lineas de investigacién en el dmbito de la
Estadistica Oficial junto con el INE y otras universidades. El caso de la linea de ”Codificacion
automdtica con técnicas de machine learning”, su objetivo es desarrollar sistemas de codifi-
cacion automatica o de soporte a la codificacion para la asignacion de cédigos de clasificacién
estandarizados a respuestas en texto abierto, empleando para ello técnicas de Procesamiento
del Lenguaje Natural (PLN). Actualmente nuestros esfuerzos se centran en la asignacién de
categorias CNAE a partir de la descripcién textual que el empresario aporta, en sus propias
palabras, acerca de su actividad econémica.
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La CNAE (Clasificacién Nacional de Actividades Econdmicas) es una clasificacién estdndar
de la actividad econémica de las empresas. Consta de una estructura jerarquica en cuatro
niveles: seccidn, el mas general, representado por una letra (22 categorias); division: un nivel
més especifico, identificado por dos digitos (87 categorias); grupo: tres digitos, los dos primeros
corresponden a su divisién (287 categorias); clase, nivel més detallado, cuatro digitos donde los
tres primeros corresponden a su grupo (664 categorfas). Bajo un mismo epigrafe de la CNAE
se agrupan distintas actividades de naturaleza similar, es decir, actividades que comparten un
proceso productivo comtn. De este modo, actividades similares poseen cédigos similares.

En el caso de nuestro proyecto, las soluciones planteadas se han regido desde un principio
por la sostenibilidad econémica y medioambiental:

SLM abiertos. FEl coste asociado a los LLM puede reducirse a mérgenes razonables emple-
ando en su lugar Modelos de Lenguaje Pequenos (SML, por Small Language Models), modelos
de menor tamano y potencia que los LLM pero suficientes para tareas especializadas de alcance
mas limitado, como es nuestro caso. Su coste econémico y medioambiental es también mucho
més reducido: un servidor equipado con un par de GPU de gama alta puede bastar para su
despliegue. Asimismo, el empleo de modelos abiertos y la posibilidad de usar infraestructura
local propia permite no depender de terceros, eliminar costes adicionales y mantener un mayor
control sobre el sistema de cara a la proteccion y privacidad de los datos.

Aumento de datos y datos sintéticos. El tamano del conjunto de datos reales necesar-
ios para el fine-tuning del modelo puede reducirse sustancialmente empleando estas técnicas.
El aumento de datos (Data Augmentation) permite aumentar la diversidad de los datos de
entrenamiento creando copias ligeramente modificadas de los datos originales ya existentes, o
bien generando directamente datos sintéticos completamente nuevos. El objetivo es multiple.
Primero, reducir costes econdémicos, temporales y energéticos (algunos de estos estudios re-
quieren miles o decenas de miles de consultas). Segundo, mejorar el rendimiento del modelo
reduciendo el desequilibrio entre clases y la escasez de datos (data sparsity). En nuestro caso
se trata, ademads, de un problema inevitable por la propia naturaleza de la economia espanola:
mientras algunos sectores econdémicos engloban miles de empresas, otros apenas contabilizan
con un punado. Paralelamente, el empleo de datos sintéticos, es decir irreales, aumenta la pri-
vacidad al reducir la posibilidad de revelar inadvertidamente datos sensibles reales. Asimismo,
el proceso de generacion es guiado por la propia guia de referencia del CNAE, en el cual se
describen en detalle cada una de las categorias asi como sus excepciones, permitiendo un mayor
control de las alucinaciones.

Optimizacion de modelos. Finalmente, estamos valorando el empleo de técnicas de cuan-
tizacion o precision reducida para reducir el tamano del modelo y, por tanto, reducir los requer-
imientos computacionales y el consumo asociado a su ejecucién.
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